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Airflows and turbulent flux measurements in mountainous terrain
Part 2: Mesoscale effects
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Abstract

The location of the Niwot Ridge Ameriflux site within the rocky mountains subjects it to airflows which are common
in mountainous terrain. In this study, we examine the effects of some of these mesoscale features on local turbulent flux
measurements; most notably, the formation of valley/mountain flows and mountain lee-side waves. The valley/mountain
flows created local non-stationarities in the wind flow caused by the passage of a lee-side convergence zone (LCZ) in which
upslope and downslope flows met in the vicinity of the measurement tower. During June–August, 2001, possible lee-side
convergences were flagged for∼26% of all half-hour daytime flux measurement periods. However, there was no apparent loss
of flux during these periods. On some relatively stable, summer nights, turbulence (designated viaσw), and scalar fluctuations
(temperature and CO2, for example) exhibited periodicities that appeared congruent with passage of low frequency gravity
waves (τ ∼ 20 min). Spectral peaks at 0.0008 Hz (20 min) in both vertical velocity and scalar spectra were observed and
indicated that 25–50% of the total scalar covariances were accounted for by the low frequency waves. During some periods
of strong westerly winds (predominantly in winter), large mountain gravity waves were observed to form. Typically, the flux
tower resided within a region of downslope “shooting flow”, which created high turbulence, but had no detrimental effect
on local flux measurements based on valid turbulence statistics and nearly complete energy budget closure. Periodically, we
found evidence for re-circulating, rotor winds in the simultaneous time series of wind data from the Ameriflux tower site and
a second meteorological site situated 8 km upslope and to the West. Only 14% of the half-hour time periods that we examined
for a 4 month period in the winter of 2000–2001 indicated the possible existence of rotor winds. On average, energy budget
closure was∼20% less during periods with rotor occurrence compared to those without.

Results from this study demonstrate that the potential exists for relatively rare, yet significant influences of mesoscale wind
flow patterns on the local half-hour flux measurements at this site. Occurrence of these events could be detected through
examination of normal turbulence statistical parameters.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

In recent years, a number of tower-based flux net-
works have been established to understand controls
over mass and energy fluxes between the biosphere
and atmosphere (Aubinet et al., 2000; Baldocchi et al.,
2001). Eddy covariance (EC) measurements are the
cornerstone for these networks, as they provide a di-
rect measure of the flux and allow nearly continuous
coverage over time. However, a basic assumption of
the EC method is that the flux measured at one point
is representative of the surrounding, underlying sur-
face (Kaimal and Finnigan, 1994; Foken and Wichura,
1996; Massman and Lee, 2002). This assumes spatial
homogeneity and no net flow convergence or diver-
gence. These assumptions are rarely met within natural
plant communities, particularly in non-simple terrain.

The EC method has rarely been applied in moun-
tainous ecosystems due to concerns that in complex
terrain, variations in vegetation, near-surface ground-
water hydrology, and airflow patterns would lead
to violations of the basic assumptions mentioned
above. However, recent regional modeling analyses
have indicated the importance of biogeochemical
cycling in mountainous ecosystems (Schimel et al.,
2002). This study predicted that during periods of
extended drought (e.g., decadal-scale drought during
the 1980’s), carbon sequestration by Pacific coastal
forests in the US would be markedly suppressed,
and regional foci of high carbon uptake occurred in
continental montane and subalpine forests. In terms
of regional hydrology, the importance of mountain-
ous ecosystems has long been recognized (Barry,
1993), as mountain regions supply more than half the
world’s freshwater (Ives et al., 1997). Considering
the importance of mountain ecosystems in the linked
carbon–hydrological cycles and our dependence on
the EC method in their measurement, there is clearly
a need to better understand limitations to the EC
method in these environments, and possible ways to
improve it use in these ecosystems.

We have been measuring EC fluxes of heat, momen-
tum, H2O and CO2 at the Niwot Ridge Ameriflux site
since November 1998. The site lies on the Eastern side
of the Rocky Mountains in complex terrain. Using 2
years of data, energy budget closure at the site was
nearly complete during periods characterized by high
friction velocity (u∗ > 1.2 m s−1). On average, closure

was similar to that reported for sites with more ideal,
flat terrain (∼84% closure,Turnipseed et al., 2002).
An analysis of the canopy and local topography near
the flux tower, and their effects on flux statistics, re-
vealed no adverse effects on most daytime flux mea-
surements. Nocturnal measurements with low friction
velocity (u∗ < 0.3 m s−1) were complicated by the
presence of downslope gravitational flows which were
decoupled from above-canopy flows. The formation of
these drainage flows likely led to substantial advective
fluxes (Turnipseed et al., 2003).

Mountainous terrain surrounding the Niwot Ridge
site can induce larger-scale meteorological phenom-
ena that could affect local turbulent flux measure-
ments. Previous investigators have surmised that large,
mesoscale motions can influence local flux measure-
ments (Sun et al., 1997, 1998; Desjardins et al., 1997;
Panin et al., 1998; Mahrt, 1998), although there are
few quantitative studies (Panin et al., 1998; Sakai et al.,
2001; Finnigan et al., 2003). In this, the second
part of the series, we present evidence of several
large-scale flow characteristics that occur at the Ni-
wot Ridge site due to interactions with the underlying
terrain. These complex flow patterns include: (1)
alternating upslope/downslope flows and (2) moun-
tain gravity waves with concomitant rotor winds.
We examined these large-scale flows features in an
effort to determine how they affect local flux mea-
surements (primarily energy and CO2 fluxes) at the
site.

2. Site description

Fig. 1 shows a regional digital elevation map of
the front range of Colorado and includes the mea-
surement site (located at 40◦ 1′ 58.4′′N and 105◦ 32′
47.0′′W), the higher mountain peaks (approximately
8 km to the West of the site), and the beginning of
the great plains about 25 km to the East. The Niwot
Ridge Ameriflux site is situated on Arapahoe Moraine
at an elevation of 3050 m. A detailed map show-
ing the “local” site topography has been presented
in Turnipseed et al. (2002, 2003). The predominant
winds are from the West (Barry, 1973; Brazel and
Brazel, 1983), flowing downslope. Summertime me-
teorology produces valley–mountain airflows, with
thermally-induced, near-surface anabatic (upslope)
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Fig. 1. Digital elevation map of the rocky mountain region near the Niwot Ridge Ameriflux site. Elevations are exaggerated by a factor
of two relative to horizontal distances. The Ameriflux flux tower and the D1 meteorological station are each denoted by bullets.

winds from the East occurring on many afternoons
(approximately one-third of the days), contrary to the
higher, geostrophic westerly wind (Fig. 2a). Upslope
flow also occurs with large synoptic storm systems
passing to the South of the region, or upon the pas-
sage of cold fronts associated with the approach of
high pressure region from the North. These events are
often accompanied by precipitation. Nighttime flow
is nearly always from the West, and is often katabatic
(downslope drainage) flow.

Flux and meteorological measurements were made
from a 26 m tall scaffolding tower. The tower is sit-
uated within a mixed coniferous forest of subalpine
fir (Abies lasiocarpa), Engelmann spruce (Picea en-
gelmannii) and lodgepole pine (Pinus contorta), in
terrain gently sloping (5–7◦) from West to East. The
average canopy height (hc) is 11.4 m with an average
tree density of 4000 stems ha−1, a leaf area index of

3.8–4.2 m2, and a canopy gap fraction of 17%. Other
details of the study site can be found inTurnipseed
et al. (2002, 2003), andMonson et al. (2002). Addi-
tional meteorological data were taken above the tree
line (elevation of 3740 m) at the D1 meteorological
station (seeFig. 1). This site lies near the Continental
Divide approximately 8 km west of the primary flux
tower.

3. Instrumentation and methods

Vertical profiles of wind speed and direction were
measured by a combination of sonic anemometry
and helicoid propeller anemometers (z = 1, 3, 6,
9, 16, 21.5 and 26 m). Within the canopy, where
wind speeds were lower and direction highly vari-
able, only sonic anemometry was used; either with



190 A.A. Turnipseed et al. / Agricultural and Forest Meteorology 125 (2004) 187–205

Fig. 2. Schematic representation of mesoscale atmospheric flow conditions caused by regional topography. The Niwot Ridge Ameriflux site
is shown approximately 8 km West of the Continental Divide. (a) Buoyancy-driven upslope flow characteristic of summer afternoons with
unstable conditions and light upper-level winds. (b) Summertime flow with low-speed Westerly winds showing mountain gravity waves
that are detected at the study site. (c) Wintertime strong winds which form large mountain gravity waves that crest East of the study site.
Note capping clouds that often form over the Continental Divide during moderate-to-strong Westerly flows, and lenticular clouds that form
further East of the Continental Divide during large mountain wave events.

three-dimensional (CSAT-3, Campbell Scientific) or
two-dimensional (Model 425A, Vaisala, Inc.) sonic
anemometers. A comparison of these anemometers is
given in Turnipseed et al. (2003). At the D1 meteo-
rological station, hourly averages of wind speed and
direction were recorded using a helicoid propeller
anemometer mounted 10 m above the surface. Since
this station was located above the tree line, there

was no significant interference from vegetation. Tem-
perature, relative humidity and barometric pressure
were measured at both sites (Turnipseed et al., 2002;
Losleben, 2002). Net radiation was measured at the
top (25 m) level of the Ameriflux tower (model Q7.1,
REBS, and model CNR-1, Kipp and Zonen).

Continuous EC fluxes of heat, momentum, H2O
and CO2 were measured at a height of 21.5 m (z
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= 1.89hc). Temperature fluctuations were measured
with one of the three-dimensional sonic anemome-
ters (CSAT-3, Campbell Scientific or ATI-K, Applied
Technologies, Inc.) mounted on a horizontal boom
extending 1.8 m to the South from the western edge
of the tower. Water vapor fluctuations were measured
with both an open path Krypton (Kr) hygrometer
(KH20, Campbell Scientific) and a closed-path in-
frared gas analyzer (IRGA, model 6262, Li-Cor, Inc);
CO2 concentrations were also measured with the
closed-path IRGA. A detailed physical description of
these systems is given inTurnipseed et al. (2002)and
Monson et al. (2002).

Signals from the sonic anemometers, Kr hygrome-
ter and IRGA were recorded by dataloggers (CR23×,
Campbell Scientific) at 10 Hz. Analog signals from the
other meteorological sensors were measured at 1 Hz
by dataloggers (CR23×, Campbell Scientific). All sig-
nals were sent serially to a personal computer (PC)
running the Atmosphere–Surface Turbulent Exchange
Research (ASTER) software package developed in the
Atmospheric Technology Division (ATD) at the Na-
tional Center for Atmospheric Research (NCAR) for
ingesting and archiving data (Businger et al., 1990).
The PC synchronized these signals in time, and then
transferred them via fiber optic cable to a Sun work-
station located in a trailer 600 m from the tower.

Prior to calculating turbulent fluxes, wind vectors
were mathematically rotated using either the planar
fit method (Wilczak et al., 2001)or by forcing the
mean lateral (̄v) and vertical (̄w) wind velocities to
zero following the procedure described byKaimal
and Finnigan (1994). We have compared these meth-
ods of rotation with no significant, observable effect
on calculated heat, H2O or CO2 fluxes (Turnipseed
et al., 2003). Vertical fluxes were derived from the
covariance between the turbulent (fluctuating) quan-
tities of the rotated vertical wind velocity and the
scalar of interest. Momentum fluxes were derived
from the covariance between theu andw wind fluctu-
ations (u′w′), friction velocities (u∗) were calculated
as described byStull (1988), and sensible (H) and
latent (λE) heat fluxes were calculated (and corrected
when necessary) as described byWebb et al. (1980)
(see alsoTurnipseed et al. (2002)for more details).
Lag times between scalars and wind velocities were
determined by cross correlation and corrected during
data processing.

4. Results and discussion

In Part 1 of this series, we discussed the local effects
of topography and the forest canopy on surface fluxes
and defined “local” as within the estimated source or
sink footprint (Turnipseed et al., 2003). In this paper,
we investigate meteorological phenomena that have
their origin in events that occur at larger spatial scales
(i.e., > 1 km). Mountain peaks to the North and West
of the site can channel westerly winds in a way that
causes extreme changes in pressure and perturbs lo-
cal wind flows. Additionally, heating along mountain
slopes can lead to local and regional air circulation
patterns. The influence of mountain topography on
regional circulation result in three broad categories of
flow patterns (Barry, 1993) that can have an impor-
tant impact on flux measurements: (1) formation of
katabatic drainage flow in response to nighttime ra-
diational cooling; (2) formation of anabatic flow due
to daytime heating or synoptic systems; and (3) for-
mation of mountain gravity waves as westerly winds
pass over the Continental Divide (Fig. 2). All of these
motions, while expressed over the scale of several
km2, have the potential to influence local turbulent
fluxes by altering the structure of turbulence, chang-
ing footprint areas, and causing temporal variability in
turbulent statistics (i.e., causing non-stationary flows).
In our previous work, we investigated the first of
these influences as, although drainage flows can be a
large-scale phenomena, it is highly modulated by the
local topography. In this work, we focus on the latter
two.

4.1. Upslope flows and transitions between upslope
and downslope regimes

We frequently observed upslope, easterly flows
at the Niwot Ridge site, which are opposite to the
predominant, upper-level, westerly winds. One mech-
anism which we observed to consistently produce up-
slope flow was the passage of a synoptic scale storm
system, usually from a low pressure area situated on
the plains southeast of the mountains. This induces
counterclockwise wind flow around the low pressure
area and forces air towards the Eastern slopes of the
mountains. At these times the Niwot Ridge site can
be in a convergence zone (denoted as the lee-side
Convergence Zone, LCZ,Banta, 1984), in which the
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Fig. 3. Time series of (a) wind vectors, (b) standard deviation of wind direction (σΘ) and (c) temperature and relative humidity starting on
12:00 noon of 1 April 2002. Hatched area denotes period when investigators were present at the site for visual observations (described in
text). Measurement heights are denoted on the legend, wind vectors atz = 9 m are multiplied by 2.5 and those atz = 1 m are multiplied
by 6 for visual clarity.

synoptic airflow moving upslope from the East con-
verges with the higher-level westerly winds. Within
this zone, the wind flows transition back and forth
causing non-stationarity within the half-hour time
block required for flux averaging. An example of such
an extended LCZ event occurred during a 2 day period
in April, 2002 (Fig. 3) when an upslope flow from a
storm system converged with westerly flow near the
elevation of the measurement tower. While the low-
est sampling height indicated upslope (easterly) flow,
winds above the canopy were downslope. However,
there were intermittent periods when the upslope flow

moved to higher sampling levels. These transitions
were marked with high variability in wind direction
(Fig. 3b) and large shifts in humidity and tempera-
ture (Fig. 3c). Visual observations during a portion
of the period (marked on figure) showed cold, moist
flows (fog) moving upslope within the canopy while
skies above the canopy remained clear and exhibited
downslope flow. These periods of sustained, radical
wind direction differences appear to be rare, as less
than 3% of the time periods between April, 2002 and
February, 2003 had consistent counter-undercanopy
flow for periods longer than 2 h.
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A second mechanism that often induced upslope
flow was heating along the slope (seeBanta and
Cotton, 1981; Banta, 1984). These are typically known
as mountain/valley breezes. During daytime periods
in which synoptic forcing was absent, anabatic (or
upslope) flow was still commonly observed (∼33%
of all half-hour daytime periods during the summer
of 2001). These periods were characterized low wind
speeds and strong surface heating (as indicated by
high atmospheric instability). In winter when surface
heating was low and the predominant Westerlies were
stronger, these buoyancy-driven flows were much less
common. One event typical of midday anabatic flow
was observed on 12 August 2001 (Fig. 4a). Just be-

Fig. 4. Daytime time series of (a) wind direction (b), net radiation, (c) standard deviation of the wind direction and (d) temperature for a
typical upslope day (12 August 2001). Tower data represent 5 min averages. Data from D1 are 1 h averages.

fore noon, the wind direction recorded at 1 m shifted
from westerly to easterly. This occurred soon after
the temperature within the canopy became warmer
than that above. The appearance of the upslope wind
was first noted at the lowest sampling height, and af-
fected the highest sampling height approximately 1 h
later; 2 h later, the upslope wind reached the D1 me-
teorological tower (8 km upslope). We observed tight
coupling of the anabatic flow with net radiation (Rnet)
and temperature (Fig. 4b and d). As clouds moved
over the site, andRnet and, subsequently, temperature
decreased, the anabatic wind lost strength, and downs-
lope katabatic (drainage) flows would initiate atz
= 1 m. Clearly, thermally-induced upslope flows can
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exhibit a rather fast response to local conditions, as
has been observed previously (Kossman and Fiedler,
2000). Eventually, anabatic flow ceased at the tower
site as the stable nighttime boundary layer appeared.

The passage of the buoyancy-driven upslope flow
led to marked peaks in the variability of the wind
direction (σΘ, Fig. 4c), which were often accompa-
nied by peaks inu∗ (data not shown), presumably
caused by wind sheer between atmospheric layers. In
principle, a rapid change in mean wind direction can
cause a violation of stationarity as turbulent statis-
tics (variances of wind components, etc.) can change
with time. This results in inadequate sampling of all
of the turbulent scales contributing to the flux dur-
ing a given averaging period (typically 30 min in this
study). This non-stationarity in the wind flow will have
its largest impact felt on the momentum flux and can
affect the scalar fields if the time rate of change of
these scalars changes or if the site is not very ho-
mogeneous. Since buoyancy-driven upslopes are fre-
quent in summer, it is important to determine how of-
ten these wind transitions occur since these flows can
cause non-stationarity and subsequent errors in local
turbulent flux determinations.

Initially, we usedσΘ as an indicator of non-stationary
wind flow (seeFig. 4c). This approach was non-specific
with regard to cause of the upslope/downslope transi-
tion (i.e., whether it was due to synoptic storm activity
or surface heating).Vickers and Mahrt (1997)used a
similar test based on the ratio of the vector-averaged
wind speed to the scalar average wind speed (
U/U);
periods with 
U/U ≤ 0.9 were considered question-
able and marked for further scrutiny. We found that

U/U was highly correlated withσΘ (i.e., time peri-
ods with 
U/U ≤ 0.85 also exhibitedσΘ ≥ 40◦). For
the summer of 2001 (June–August), we observed that
26% of the total daytime half-hour measurement pe-
riods hadσΘ > 40◦ (seeTable 1). Many of these were
associated with downslope/upslope transitions.Table
1 shows the results of applying the stationarity tests
described byFoken and Wichura (1996)using either
sensible heat or momentum flux as surrogates. As
expected, momentum fluxes were more susceptible
to the wind flow variability, showing a higher per-
centage of violations (36%). Scalar fluxes (sensible
heat) were also affected by variable wind directions,
but to a lesser degree, suggesting a more uniform
scalar field (both spatially and temporally). This was

Table 1
Stationarity violations caused by upslope/downslope transitions

σΘ > 40◦ σΘ < 40◦

Number of periods (% of total)a 519 (26%) 1477 (74%)

% of stationarity violationsb

u′w′ 36% 4%
w′T ′ 25% 13%

a Data was taken from June–August, 2001, daytime periods
only (Rnet > 20 W m−2).

b Stationarity was assessed following the recommendations of
Foken and Wichura (1996)where the average flux obtained from
5 min subrecords (within a 30 record) was compared to the flux
obtained from the total 30 min record. Differences greater that±
30% constituted a violation of stationarity.

also borne out in the observation that energy budget
closure showed no discernible dependence withσΘ.
Therefore, the impact of these periods of highly vari-
able wind direction to the long-term scalar flux record
appears to be insignificant.

A more difficult question lies in the impact these
upslope flows have in creating low frequency or ad-
vective fluxes at the Niwot Ridge site. Several past
studies have noted that large-scale circulations can
be tied to the surface heterogeneity and topography
(Doran et al., 1992; Mahrt et al., 1994; Sun et al.,
1997). These can create large quasi-stationary eddies
that are stable on hourly time scales (Mahrt, 1998),
creating steady advection during those time periods.
A mountain/valley flow is a prime example of this
type of surface/atmosphere interaction. In our pre-
vious work, (Turnipseed et al., 2002), we observed
lower average energy budget closure during periods
with upslope flow as opposed to those with downs-
lope flow. We concluded that advection was a likely
source of this discrepancy and likely played a role in
the overall imbalance between available energy and
turbulent fluxes. We revisit this topic here in light
of the recent work byFinnigan et al. (2003), whose
method includes contributions from horizontal advec-
tion, averaged over longer time periods. Individual
half-hour fluxes of sensible and latent heat for the
summer of 2002 (June–August) were combined into
longer averaging periods (2–12 h). Coordinates within
each half-hour subrecord were rotated using the pla-
nar fit method (Wilczak et al., 2001), such that the
vertical velocity vector was aligned perpendicular to
that of the long-term mean flow streamlines. Fluxes
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for the longer averaging periods were derived by the
ensemble average of the turbulent fluxes, (w′c′), and
(2) via the equation

〈wc〉 = 〈w̄′c̄′ + w′c′〉 (1)

where w̄′ = w̄i − w̄LT, and w̄LT is the “long-term”
mean obtained by averaging over the 2–12 h period
and w̄i is the mean for the individual half-hour sub-
record. Similarly, c̄′ = c̄i − c̄LT , c̄LT = 1

N

∑N
i=1c̄i

whereN is the total number of half-hour subrecords.
FromFinnigan et al. (2003), the termw̄′c̄′ carries both
the low frequency component of the flux and any tran-

Fig. 5. Plots of latent heat flux corrected for low frequency fluxes according toEq. (1) vs. uncorrected latent heat fluxes for (a) 2 h, (b) 8 h
and (c) 12 h averaging times. Data is for the summer (June–August) of 2002. Solid circles represent time periods in which wind directions
were upslope (60–200◦). Lines drawn are the 1:1 line. Least squares regression slopes for the three plots werem = 1.00, 1.03 and 1.14
for plots (a), (b) and (c), respectively.

sient horizontal flux divergence below the measure-
ment height (caused by flow divergence or conver-
gence at shorter time periods). When averaged over
the longer time period, the transient horizontal advec-
tion cancels out, leaving just the low frequency contri-
butions (Finnigan et al., 2003). Fig. 5 shows a plot of
average latent heat fluxes derived viaEq. (1)versus the
ensemble-averaged half-hour turbulent flux. No sig-
nificant enhancement of either the sensible or latent
heat fluxes were observed (< 2%) until averaging pe-
riods of 12 h (or more) were employed. This was in-
dependent of mean wind direction over the averaging
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period. A 12 h averaging period led to a 14% increase
in latent heat flux, but essentially no increase in sensi-
ble heat flux. However, there are few buoyancy-driven
upslope winds that are maintained over a 12 h period
so that a comparison between upslope and downslope
flow conditions becomes inconsequential. In fact, it
is likely that the enhancement we found at the 12 h
averaging times was, at least in part, due to the low
frequency flux contributions caused by diurnal shifts
between upslope and downslope wind regimes. For a
2 h averaging period, this lack of low frequency con-
tributions was corroborated by examining co-spectra
for heat, H2O and CO2 fluxes, as a function of wind
direction. We found that, although there were signifi-
cant contributions to the flux at frequencies less than
0.002 Hz, there was no difference in this spectral re-
gion between upslope and downslope periods (data not
shown). Therefore, it appears that low frequency con-
tributions to the fluxes are not preferentially larger for
upslope relative to downslope wind flows.

4.2. Mountain gravity waves

One of the primary mechanisms for the movement
of mass and energy in the stable nighttime boundary
layer is the propagation of waves. Waves of various
sizes have been noted within stable boundary layers
(Finnigan et al., 1984; Paw et al., 1990; Fitzjarrald and
Moore, 1990; Sun et al., 2002), however, they are of-
ten obscured by shear-generated turbulence (especially
over tall canopies) near the surface. During calm, sta-
ble conditions, recent work has shown the regular oc-
currence of gravity waves over canopies (Lee et al.,
1997; Lee and Barr, 1998). At the Niwot Ridge site, we
have observed periodic canopy wave formation during
stable periods similar to that described in the studies
by Lee and coworkers; however, we have also seen
evidence of lower frequency gravity waves, likely ini-
tiated by the large-scale mountainous topography sur-
rounding the site (Barry, 1993; Stull, 1988).

Fig. 6 shows time series data for vertical velocity,
CO2 and temperature for a 2 h period during highly
stable nighttime conditions (z/L > 1, whereL is the
Obukhov length). Turbulent “bursts” occurred approx-
imately every 20 min and were indicated by an in-
crease in the standard deviation of the vertical velocity
(σw). Concurrent with increasedσw were larger fluc-

tuations in temperature and CO2 (similar fluctuations
were also noted in mean wind speed and water vapor).
Clearly, a low frequency, periodic fluctuation was ob-
served, which we interpret as a mountain gravity wave
that likely propagated downhill past the tower site.
Embedded within the low frequency wave, subperi-
ods can be identified which contain higher frequency
waves (shown in the insets ofFig. 6) each with peri-
ods of∼15–25 s. These waves appear similar to those
described previously for a mixed coniferous/broadleaf
forest (Lee et al., 1997) and are likely generated in a
shear layer near canopy height.

Evidence of both wave structures was corroborated
by spectral analysis. Power spectra ofw and temper-
ature for the 2 hr period indicated prominent peaks at
0.0008 Hz (τ = 1250 s or 20.8 min) and 0.04 Hz (τ

= 25 s) (Fig. 7). Using the measured average wind
speed of 3.1 m s−1, we estimated a wavelength (λl ) of
3.9 km for the low frequency wave. This length should
be considered a lower limit as our observation height
is likely below the critical height where phase speed
(the speed at which the wave is propagated) equals
wind speed. This wavelength can be used to estimate
the Froude number for this wave episode assuming
that λl = U/NBV (Stull, 1988; Barry, 1993; Kaimal
and Finnigan, 1994)):

FL = U

NBVLh
= λl

Lh
(2)

where NBV is the Brunt-Väisälä frequency (Kaimal
and Finnigan, 1994) and Lh is the half-width at
half-height of the hill/mountain which perturbs the air-
flow. AssumingLh ∼ 15 km (the estimated half-width
at half-height from the Continental Divide to Boulder,
CO, seeFig. 1) yielded FL ∼ 0.26; implying fairly
strong stability and low to moderate wind speeds
through the stable boundary layer (Stull, 1988), which
is consistent with conditions observed at the surface.

The observation of waves (both low and mid-
frequencies) poses a difficult problem for turbulent
flux measurements.Hu et al. (2002)have shown
through numerical simulation that there is no con-
stant flux layer during wave events.Sun et al. (2004)
have also shown how wave action can lead to tem-
porary instabilities, intermittent turbulent mixing and
fluxes that are counter to the time-averaged gradient.
As seen inFig. 7, large contributions to the power
spectra were observed at the wave frequencies (both
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Fig. 6. Two-hour time series of (a) vertical wind velocity,w, (b) [CO2], and (c) temperature,T on the night of 25 August 2001 beginning
at 0:00 MDT. Evidence of longer period waves occurring between 0 and 3000 s suggest the presence of mountain waves. Time series for
w and T within the shaded region is expanded in the insets showing evidence of higher-frequency canopy waves.

low and mid-frequencies) for bothw and scalars. In-
tegration of the co-spectra indicated that between 25
and 50% of the total scalar (T, q) covariance was ac-
counted for within the low frequency wave (Fig. 7b);
indicating prominent influences of the waves on lo-
cal fluxes during these times. At the very least, the
observed co-spectra imply a re-assessment of the av-
eraging period length: either longer averaging times
in order to adequately sample fluxes during wave
events, or shorter averaging periods to take advantage

of the spectral gap observed between the low and
mid-frequencies waves (seeVickers and Mahrt, 2003).

Using potential temperature and wind speeds mea-
sured at 21.5 and 8.0 m, we calculated the gradient
Richardson’s number (Ri) of 0.32 for the time period
shown inFig. 6. Although Ri was measured within
the roughness sublayer, not the surface layer, it still
appears to be a relatively robust measure of stability
near the canopy. This value ofRi is above the critical
value (Ric) of 0.25 necessary to support wave for-
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Fig. 7. (a) Power spectra ofw, and temperature for the time period shown inFig. 6. The spectrum is multiplied by frequency and
normalized by the variance. (b) Cumulative co-spectra for temperature (w′T ′), H2O vapor (w′q′ ′) and CO2 (w′CO′

2) for the 2 h time period
shown inFig. 6.

mation (Finnigan et al., 1984; Stull, 1988). UsingRi,
an analysis of 10 months of data (March–December,
2002) indicated that 33% of the nocturnal periods had
Ri > 0.25. There was somewhat of a seasonal cycle
with a higher percentage of points during the summer
months when lower wind speeds and higher stability
were more likely. Use of the Richardson’s number
was only a crude filter for wave occurrence as visual
screening of many of these time periods indicated no
observable low frequency wave formation. A spectral

screening method such as that described byLee and
Barr (1998)was also attempted. This proved success-
ful for mid-frequency canopy waves; however, in the
low frequency (f ∼ 0.0005–0.001 Hz) region, other
sources of non-stationarity were often seen to pro-
duce spectral strength, and further study is needed in
order to ascertain the percentage of nocturnal periods
affected by these low frequency waves.

As wind speeds increase, observation of large
waves at the surface within the wind or scalar time
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series becomes obscured by mechanically-generated
turbulence. However, numerous studies have observed
evidence of larger waves in mountainous topography
during periods of moderate to strong prevailing winds
(Lilly and Zipser, 1972; Brinkman, 1974; Barry, 1993;
Ralph et al., 1997). These conditions are fairly typical
in wintertime at the Niwot Ridge tower site. Visible
evidence of lee-side waves includes the presence of
“capping clouds” over the peaks of the Continental
Divide and the formation of downwind lenticular
clouds that form at the crests of the waves, and roll
clouds beneath them (seeFig. 2c). Intuitively, the
wavelength and amplitude of lee-side waves will vary
depending upon wind speed, lapse rate (or stability)
and boundary layer height. When the Froude number
is near unity (FL ∼ 1), the wavelength of the perturbed
air flow will be nearly equal toLh, thus causing a
resonance enhancement of the wave amplitude. These
conditions can generate large trapped lee-side waves
that can result in downslope windstorms characterized
by high wind speeds, strong turbulence, and the possi-
ble formation of rotor winds beneath the crests of the
waves (Lilly and Zipser, 1972; Brinkman, 1974; Barry,
1993). There is a plethora of possible situations on ei-
ther side ofF ∼ 1, ranging from a single standing wave
(FL < 1) to rotor streaming (FL > 1) (Barry, 1993).

At the Niwot Ridge site we typically observed high
average wind speeds (U ∼ 8–20 m s−1) and large fric-
tion velocities (u∗ > 1.3 m s−1) when capping clouds
or other visual evidence of large-scale wave formation
was present. Recent modeling of mountain-induced
waves shows that pressure gradients on the lee sides of
mountain ridges can create a region of shallow, high
velocity, “shooting flow” on the downslope side of
a ridge just prior to steamline separation (Doyle and
Durran, 2002). Past studies of mountain waves near the
Niwot Ridge site (Brinkman, 1974; Ralph et al., 1997)
have reported wavelengths of 15.8± 4.5 km for 24
different events in which trapped lee-side waves were
present (approximately equal toLh as expected from
FL ∼ 1). This places the crests of the waves approxi-
mately 8 km to the East of our site. Thus, for most of
the large mountain wave events, the Niwot Ridge site
is in the “shooting flow” regime of the wave structure.

The “shooting flow” regime of the large moun-
tain waves is not likely to cause significant errors
in the estimation of local eddy fluxes. We have ob-
served these high wind periods to be highly station-

ary (in both speed and direction) for several consec-
utive hours. These periods also tend to exhibit valid
turbulence statistics (σw/u∗ ∼ 1.25) as expected in
the neutrally-stratified surface layer, consistent with
similarity theory (Kaimal and Finnigan, 1994). We
have also previously reported nearly complete clo-
sure of the surface energy budget during these peri-
ods (Turnipseed et al., 2002). Therefore, it appears
that as long as the flux tower (and surrounding fetch)
is within the shooting flow regime, and upstream of
wave crests, flux measurements remain representative
of the surrounding surface.

However, there are time periods when we observed
large variability in wind direction and speed sug-
gesting the possible presence of a quasi-stationary
recirculation (seeFig. 8). For near-surface flux mea-
surements, this recirculation, or rotor, could cause
several complications. The presence of such an or-
ganized structure in the surface layer (with one area
experiencing a long period updraft and another, a long
period downdraft) may result in: (1) a surface layer
that is not horizontally homogeneous, and (2) loss
of a constant flux layer. It would also be conceivable
that the air sensed at the tower site may have insuf-
ficient contact with the surface before measurement
(i.e., it is transported directly down from aloft in the
downward-moving limb of the rotor). This would
result in insufficient exchange of mass and energy
with the surface and would be expected to lead to
a decrease in the measured turbulent exchange. Full
assessment of the mechanisms of flux loss due to re-
circulation patterns at the Niwot Ridge site is beyond
the scope of this paper; we would need measurements
of airflows across much larger vertical and horizontal
spatial scales. However, we were able to assess the
frequency of rotors, and understand some of the im-
plications on local turbulent fluxes measured at the
tower site during rotor events.

We have looked at simultaneous time series data for
wind speed and direction from the Ameriflux tower
and the D1 meteorological site as a means of identi-
fying rotor occurrence. For this analysis we used data
from December 2000–March 2001, as lee wave forma-
tion is more prevalent during the winter months. Also,
since a recirculation flow could appear as an upslope
wind, the presence of rotors can be more frequently
confused with a buoyancy-driven upslope flow during
the summer as compared to the winter. However, it
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Fig. 8. Time series of half-hour average (a) wind direction (Θ), (b) speed (U), (c) standard deviation of wind direction, (σΘ), and (d) the
skewness ofw (Skw) for 9–13 January 2001. Measurements are taken from the Niwot Ridge Ameriflux tower and the D1 meteorological
site. Rotor occurrence is thought to occur during the periods when large differences in wind direction existed between the tower and D1.

should be noted that rotor formation requires strong
winds near the crest of the ridge (> 8 m s−1, Nicholls,
1973), whereas buoyancy-driven upslopes are only ob-
served when the predominant winds are weak.Fig. 8
shows the time series data for wind speed and direc-
tion during one possible rotor event. Wind speed at
the D1 site remained high (> 10 m s−1) and the di-
rection remained from the West throughout the event.

At the Ameriflux tower, 8 km downslope from the D1
site, wind direction began to fluctuate between ups-
lope and downslope for a continuous stretch of nearly
24 h. Comparisons of wind speeds at D1 and the tower
shown inFig. 8 indicated that they were initially pos-
itively correlated. At the onset of the possible rotor,
wind speeds at the two sites became anti-correlated.
Within the stationary rotor, near the surface, wind
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speed would be expected to be low (Ralph et al., 1997),
and the standard deviation of wind direction would
be expected to be high, both of which were observed
at the Ameriflux tower (Fig. 7c). Although, not con-
clusive (as we do not have complete vertical profile
data through the boundary layer), these observations
do suggest the likelihood of a rotor wind positioned
over the Ameriflux tower site.

By looking at differences in wind speed and abso-
lute wind direction between the Ameriflux tower and
the D1 site, it is possible to estimate the number of
half-hour measurement periods at the Ameriflux site
that could be influenced by rotor winds (Fig. 9). After
data were initially screened for wind speed at D1 (U
> 8 m s−1), differences in wind direction between D1
and the tower site were investigated. Only 14% of the
30 min averaged time periods that we examined for
December 2000–March 2001 showed large differences
in direction (>50◦) between the two measurement lo-
cations and strong winds at the D1 site. The criteria of
high wind speed at the crest effectively eliminates most
periods exhibiting buoyancy-driven upslopes, which
are characterized by low wind speeds. A similar analy-
sis of summer data (June–August, 2001) indicated that
possible rotor occurrence dropped to less than 3% of
the half-hour time periods during that summer season.

Fig. 9. Plot of the absolute difference in wind direction (�: wind direction; |ΘD1–Θtower|) vs. the difference in wind speed (�U: UD1–Utower)
between the Niwot Ridge Ameriflux tower site and the D1 meteorological site during December 2000–March 2001.

We also noted that 68% of the time periods (summer
and winter data) with possible rotor events occurred
at night when convective activity was minimal. This
also is in agreement with past studies on trapped lee
waves, which suggest that as stability increases, the
wavelength decreases (Barry, 1993); thus leading to
wave crests closer to the ridge crest and the tower site.

Analysis of the vertical wind velocity indicated
large variability inw̄ during the time periods in which
rotor activity was likely; however, there were no dis-
cernible trends inw̄. Of the rotor periods analyzed,
it did appear that the skewness of thew-distribution
tended to be more negative, suggesting intermittent
pulses of strong downward-moving air (Fig. 7d). This
would tend to suggest that we were possibly on the
downward-moving limb of the rotor during these
periods.

Since rotor formation can potentially influence sev-
eral basic tenets of surface layer flux measurements, it
is informative to determine if measurements at a single
tower location can be used to flag potentially invalid
data. As mentioned above, large variability in wind di-
rections were highly correlated with rotor occurrence
at the site (seeFig. 7c). The standard deviation of wind
direction proved to be the most reliable parameter in
data screening. Of the time periods shown inFig. 8
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Fig. 10. Plot of the energy budget{(H + λE) vs. Rnet} for the time period shown inFig. 9. Solid circles denote periods when wind
direction differences between the flux tower and the D1 site were less than 50◦, open triangles denote differences larger than 50◦. Solid
line is the regression line for the solid circle points, dashed line is the regression line for open triangle points.

which have a difference in wind direction of at least
50◦ between the Ameriflux and D1 sites, nearly 80%
haveσΘ > 40◦. Thus, analysis of the standard deviation
of wind direction can be used as a reliable indicator of
suspected rotor activity. It was often noted that peaks
in σw/u∗ were observed when rotors were either ini-
tiated or subsided. However, during periods when the
rotor was established, turbulence statistics were often
within reasonable bounds as set byFoken and Wichura
(1996). Finally, it was observed that during periods
with suspected rotor activity, energy budget calcula-
tions indicated substantially lower closure (20% less,
Fig. 10) and a greater degree of scatter relative to sur-
rounding time periods. Mean CO2 fluxes were also
lower during these suspected periods by∼30%. The
use of a “mean” CO2 flux is a reasonable proxy, be-
cause the soil temperature remains nearly-constant due
to snow coverage, which results in nearly-constant,
positive fluxes during the winter months. Substitution
of the mean F(CO2) during un-affected periods into
rotor-affected time periods resulted in a 6% increase
in cumulative CO2 released from the site. The exact
mechanism for the loss of flux is uncertain as there
could be multiple possibilities (such as incomplete

equilibration of the airflow with the surface, increased
horizontal advection, changing fetch, etc.), and this
remains a topic of further study. However, the neg-
ative impact of rotor activity on measured turbulent
fluxes was observed in both energy and CO2 fluxes,
but the low occurrence rate (∼3–14%) results in a
small impact on long-term flux measurements at this
site.

5. Conclusions

Regional air flow patterns are strongly affected by
the surrounding mountain topography and can play
an important role in local flux determinations. Large-
scale motions can lead to local nonstationarities in the
turbulent field, formation of horizontal advection and
inefficient coupling between the mean flow and the
underlying surface. These can manifest themselves as
a loss of turbulent flux at a particular point (such as
the tower site). We have attempted to identify flow
patterns that are common in mountainous regions that
could lead to possible local turbulent flux loss and
determine: (1) the frequency of their occurrence and
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(2) the impact on the local eddy flux measurements
and the long-term flux record.

One of the most frequent causes of non-stationarity
in the turbulence field was the formation of alternating
upslope and downslope flows. However, only 26% of
summer, daytime time periods indicated these altering
flows and an even smaller fraction (10%) indicated
nonstationarities in the eddy flux measurements (when
using the criteria described byFoken and Wichura,
1996). There was also no indication of scalar flux loss
during periods with high degrees of wind direction
variability as denoted by similar energy budget clo-
sure. We have also attempted to deduce the degree of
horizontal advection which may be present with these
flows using the analysis described byFinnigan et al.
(2003), but have also found these effects to be minimal
(14% forλE, essentially no flux enhancement for sen-
sible heat) as well. Therefore, it appears that long-term
flux measurements are only slightly affected by the
occurrence of summertime, buoyancy-driven upslope
flow.

We found evidence for the formation of lee grav-
ity waves with a period of∼20 min that affected the
turbulence field above the canopy; higher-frequency
canopy waves were also observed, often embedded
within the larger waves. Low frequency waves suggest
that a re-evaluation of our averaging periods may be
needed so that flux contributions from low frequency
are not excluded, or to exclude measurements during
these periods. Larger lee waves were observed during
the winter in the presence of stronger wind veloci-
ties. The Niwot Ridge Ameriflux tower site likely re-
sides within the “shooting flow” regime of these larger
waves during most events. Analysis of time series data
revealed high friction velocities, neutral atmospheric
stability and no evidence of compromise in the lo-
cal turbulent flux measurements within the “shooting
flow” regime. Using data from a second site upwind,
we observed evidence of rotor winds at the tower site,
but they were conservatively estimated to occur in only
14% of the wintertime half-hour flux periods. Without
data from more than one location or from planetary
boundary layer profiles, it is impossible to unambigu-
ously ascertain the presence of rotor winds; however,
the standard deviation in wind direction tended to flag
the majority (∼80%) of the time periods when there
was the possibility of rotors. Losses in local turbulent
fluxes were apparent during periods with suspected

rotors in both energy fluxes (lower energy budget clo-
sure by∼20%) and CO2 fluxes (30% decrease from
the average for the 4 month period investigated).

In each of the cases investigated (upslope transi-
tions or rotor winds), it appears that inspection of the
standard deviation of the wind direction at the tower
site can be used as a reliable indicator to flag events
and filter those that violate stationarity from the data
record.
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